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Abstract—Spin switch (SS) is a promising spintronic device which exhibits compactness, low power, non-volatility, input–output
isolation leveraging giant spin Hall effect, spin transfer torque, and dipolar coupling. In this paper, we propose a novel device-
to-architecture co-design for an in-memory computing platform using coterminous SS (IMCS2), which could simultaneously work
as non-volatile memory and reconfigurable in-memory logic (AND/NAND, OR/NOR, and XOR/XNOR) without add-on logic circuits
to memory chip. The computed logic output could be simply read out like a normal magnetic random access memory bit cell
using the shared memory peripheral circuits. Such intrinsic in-memory logic could be used to process data within memory to
greatly reduce power-hungry and long distance data communication in the conventional von Neumann computing system. The
IMCS2-based in-memory bulk bitwise Boolean vector operation shows ∼9× energy saving and ∼3× speedup compared with that
of DRAM-based in-memory computing platform. We further employ in-memory multiplication to evaluate the performance of the
proposed in-memory computing platform for vector–vector multiplication with different vector sizes.

Index Terms—Giant spin Hall effect (GSHE), in-memory computing, memory architecture, reconfigurable logic, spin
switch (SS).

I. INTRODUCTION

B IG DATA that inundates the modern information and
computing sectors invigorates the emerging needs of

re-designing the traditional computing platforms to support
memory-oriented processing at exascale (1018 B/s) [1]. The
separation of memory and computing units in von Neumann
architecture demands long memory access latency, significant
congestion at I/Os, limited memory bandwidth, and power-
hungry data transfer. These give birth to the exasperating
challenge entitled “memory wall” or “power wall” [2], espe-
cially for big data-driven applications [3]. To address these
issues, various near-memory or in-memory computing plat-
forms [4]–[20] are being investigated nowadays, which could
pre-process data before being sent to the main processor,
thus reducing data transfer power consumption and increasing
the speed and bandwidth of the whole system. However,
combining memory and logic is a challenging task since it
needs simultaneous optimization of the “performance” for
efficient logic operation and “density” for efficient memory
operation.
Several dynamic random access memory (DRAM)-based

memories have been proposed [15], [17], [21]–[23] to inte-
grate logic in memory for bandwidth intensive computing
within memory. However, there are several drawbacks of
DRAM-based designs. First, DRAM is volatile, which requires
repeated refresh operations to hold the data for a long time
and only offers destructive read/compute operations. Second,
these DRAM-based in-memory logic designs cannot perform
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all the Boolean logic functions within memory, for example,
[15] can implement only AND and OR operations. Again,
it requires four clock cycles to complete one compute oper-
ation, thus degrading the performance in terms of latency.
Furthermore, for embedding logic functionality within mem-
ory chip, the complexity and cost of DRAM chip increase
significantly.
Recently, emerging non-volatile memories are being

exploited to implement energy-efficient logic computation
within memory. Magnetic random access memory (MRAM)
has been investigated as a promising candidate for designing
in-memory processing platforms [14], [24]–[32] owing to its
unique features, such as non-volatility, zero standby leakage,
high write/read speed, compatibility with CMOS fabrication
process, and scalability. However, the required high write cur-
rent leads to high energy consumption (10× more than static
random access memories (SRAM) in single cell) [27]. Again,
MRAMs are prone to several failures [33]–[36], due to the
shared read–write current path. Besides, in different MRAM-
based in-memory logic designs [29], [30], [37], the sensing
reliability degrades significantly since parallel magnetic tunnel
junction (MTJ) resistance is considered. Pinatubo [16] has
shown a general platform for in-memory computing with non-
volatile memories. However, it also falls in the vulnerability
to reliability concerns due to considering parallel compute
current paths.
In this paper, we propose a novel device structure

exploiting giant spin Hall effect (GSHE)-based spin switch
(SS) [38], [39] which can be utilized to build a non-volatile
memory cell. Furthermore, we have proposed the array archi-
tecture using our proposed device to implement in-memory
computing platform, IMCS2. Our proposed design is capable
of operating in two modes—memory mode and computing
mode. In the memory mode, the proposed array could work
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as a typical non-volatile memory. In the computing mode,
two memory cells could be leveraged to realize bitwise
AND/NAND, OR/NOR, and XOR/XNOR Boolean logic functions
within memory without any add-on circuitry as in typical
logic-in-memory platforms, thus keeping the memory density
unaffected.
Our proposed design exploits GSHE-driven SS as the

memory element [38], [39], which enables the complete
isolation of read and write current paths, as opposed to the
conventional spin transfer torque (STT)-MRAM [14], [24],
[29], [30]-based designs. This improves the read reliability
by reducing the vulnerability to unintentional bit flipping
while reading. Again, IMCS2 is designed with two transis-
tors per memory cell. Hence, it can successfully implement
both memory and computing operations without sacrificing
memory density compared with other spin-orbit torque (SOT)-
MRAM designs [27], [40]–[42]. Moreover, our design can
implement every Boolean logic function within one clock
cycle, whereas other designs [30], [41] can implement only
AND/OR logic operations. Pinatubo [16] implemented XOR

function; however, they used capacitors and it requires multiple
clock cycles to compute XOR. On the other hand, Li et al. [16]
and Jain et al. [29] incorporated the parallel resistance between
two or more adjacent memory cells, to implement in-memory
logic computing. However, it is difficult to differentiate the
parallel resistances for two logic states, unless the memory
cells have very high tunneling magnetoresistance (TMR). Our
design omits this difficulty by incorporating series resistance
between two memory cells for logic operations. Above all, our
design can implement logic operation between any two cells
in any odd row and any even row within the memory array.
This removes the restrictions on operands to be in the adjacent
memory cells [29], [41]. In a nutshell, the major contributions
of our proposed IMCS2 are as follows.
1) Novel Coterminous Spin-Switch structure which could

be used as a memory cell exploiting the GSHE-driven
MTJ concept with the complete isolation of read and
write current paths.

2) Novel array circuit to incorporate in-memory computing
platform activating two modes of operations—memory
mode and computing mode.

3) Two transistors per memory cell, activating both mem-
ory and logic operations without area overhead or addi-
tional add-on circuitry to implement logic functionality.

4) Every two input Boolean logic function—AND/NAND,
OR/NOR, and XOR/XNOR could be implemented within
one sensing clock cycle, without prolonged latency.

5) Logic operation could be performed between any two
cells in any odd row and any even row, thus introducing
flexibility on the “operand locality” within the memory
array.

6) Density optimized memory and performance optimized
logic are ensured simultaneously for efficient memory
and logic operations.

Device-circuit-architecture-level simulations were carried
out to validate the functionality and performance of memory
and logic operations in the proposed in-memory computing
platform. Furthermore, bulk bitwise in-memory vector

AND/OR operation and in-memory multiplier were imple-
mented to elucidate the in-memory computing performance
of our proposed IMCS2. Device-to-architecture co-simulation
results show that bitwise vector operation can offer ∼9×
energy saving and ∼3× speedup compared with that using
DRAM-based in-memory computing platform.
The rest of this paper is organized as follows. Section II

describes typical GSHE-based SS device structure. The pro-
posed device structure along with its parameter specifica-
tions for modeling is presented in Section III. The proposed
in-memory computing architecture is introduced in Section IV.
Device-, circuit-, and system-level simulation results are ana-
lyzed in Sections V and VI. Reliability of the proposed design
is investigated, and the analysis is shown in Section VII.
Section VIII presents significant applications where our pro-
posed in-memory computing architecture could be efficiently
leveraged. Finally, Section IX concludes this paper.

II. GIANT SPIN HALL EFFECT-DRIVEN SPIN SWITCH

SS [38], [39] is a composite spintronic device structure
exploiting three major spin transport phenomena, e.g., GSHE,
STT, and dipolar coupling. Fig. 1(a) shows an SS with single
MTJ that was first proposed in 2012 [38]. This SS consists of
a spin Hall metal (SHM), two free ferromagnetic layers (FLs)
coupled by a coupling insulator, an MTJ formed by a pinned
ferromagnetic layer (PL), and a FL sandwitching a tunnel
barrier. Fig. 1(b) shows the terminals for directing write or read
currents through the device. Terminals Vin+ and Vin- are used
for flowing current through the SHM, whereas VDD and Vout
are used for flowing current through the MTJ.
Below the basic concepts underlying behind the SS along

with its modeling approach [43] is described.

A. Basic Concepts
1) Magnetic Tunnel Junction: An MTJ is formed with a PL

and a FL sandwiching a tunneling barrier. MTJ works as a stor-
age element for the memory cell. The resistance states—high
and low—are used to encode data “1” and “0,” respectively.
Due to the TMR effect [44], the resistance of MTJ is high, RAP
(/low, RP ) when the magnetization of two ferromagnetic (FM)
layers are anti-parallel, AP (/parallel, P), as shown in Fig. 1(c).
The FL magnetization could be manipulated by applying
an external magnetic field, or through current-induced STT
[26], or through SOT produced by GSHE [42]. This resistance
could be measured by injecting sense current through MTJ,
as shown in Fig. 1(c). In this paper, the MTJ model has used
in-plane magnetic anisotropy (IMA), whose magnetic domain
is along with the FM layer’s transverse section.

2) Giant Spin Hall Effect: In comparison with the conven-
tional method of programming the FL’s magnetization of MTJ
by external magnetic field or by current-induced STT, it is
more efficient to utilize spin current generated by GSHE [37].
Here, the flow of charge current (±Y ) through the SHM will
cause the accumulation of oppositely directed electron spin
on both surfaces of SHM due to the spin Hall effect [45].
Thus, a spin current in ±Z is generated and further SOT is
produced on the adjacent free magnetic layer, causing switch
of magnetization [42]. For example, as shown in Fig. 1(d),
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Fig. 1. (a) SS (single MTJ model). (b) SS with terminals. (c) MTJ structure. (d) Spin Hall effect. (e) Modular representation of the SS [43].

spin current produced in the +Z -direction by flowing charge
current through the SHM in the +Y (/−Y )-direction will align
the magnetization of the FL adjacent to the SHM in the
−X (/+X)-direction, which is anti-parallel (/parallel) to that
of the PL.

3) Magnetic Coupling: Magnetic coupling is represented
by the magnetic interaction between a pair of magnets
caused by both exchange- and dipolar-type interactions [43].
As in Fig. 1(a), a coupling insulator performs the task of
magnetic coupling between the FM layers on the either side
of it. Due to this coupling layer, the magnetization of the FL
adjacent to the SHM is copied to the FL adjacent to the tunnel-
ing barrier [46]. As shown in Fig. 1(d), spin current produced
in the +Z -direction by flowing charge current through the
SHM in the +Y (/−Y )-direction will align the magnetization
of the FL adjacent to the SHM in the −X (/+X)-direction,
which will be copied to FL adjacent to the tunneling barrier.
Hence, this will write data “1” (/“0”) encoded as RAP (/RP ),
respectively, in the MTJ.

B. Modeling Approach
Datta et al. [38], Ganguly et al. [39], Camsari et al. [43],

and Penumatcha et al. [47] established a set of elemental mod-
ules that represent diverse materials and phenomena through
careful benchmarking against available theory and experiment.
Such elemental modules can be integrated seamlessly to model
composite devices involving both spintronic and nanomagnetic
phenomena. In the developed spintronic modular approach
library, the modules mainly consist of transport blocks based
on the physics of transport and magnetic blocks based on the
physics of magnetism. In the modeling of our conterminous SS
devices, such spintronic modular approach is strictly followed
in our work, as shown in Fig. 1(e). Here, our proposed coter-
minous SS device model includes spin current (Is ) generation
through GSHE, magnetization dynamics (m) modeled through
Landau–Lifshitz–Gilbert (LLG) equation, non-magnet (NM)
module modeled as a reciprocal π-network containing a series
and shunt conductance matrix, FM module modeled as a
reciprocal π-network containing a series and shunt conduc-
tance matrix obtaining from spin-diffusion equation, FM–NM

interface module consisting of the tunneling effect and ohmic
contact, and magnetic coupling module to represent magnetic
interaction between a pair of magnets using both exchange and
dipolar interactions. Below the modules used in our design are
briefly introduced.

1) LLG Solver Module: This module solves the LLG equa-
tion to obtain the time-dependent magnetization dynamics in
the presence of magnetic fields and spin currents [43]. LLG
equation for magnetization switching dynamics [48] is given
by

(1+ α2)
∂ �m
∂ t

= −|γ |( �m × �Heff) − α|γ | �m × ( �m × �Heff)

− �m × �m × Is

q Nsx
− α �m × Is

q Nsx
. (1)

Here, α is Gilbert damping factor, γ is gyromagnetic ratio,
Heff is the effective field including dipolar coupling field,
demagnetization field, thermal noise field, and anisotropy field.
Ns = Ms V/μB is the number of spins, μB is Bohr magneton,
and Ms and V are saturation magnetization and volume of FM,
respectively. Is is the spin polarized current.

2) Giant Spin Hall Effect (GSHE) Module: The GSHE
module is used to model the functionality of spin current
generation using charge current flow through the SHM. The
model is derived from modified spin-diffusion equation using
spin Hall angle as input and inverse and direct spin Hall effects
as the results

Gsh = σ
LW

λ
tanh

(
t

2λ

)
(2)

Gse = σ
LW

λ
csch

(
t

λ

)
(3)

Ispin = βG0	Vcharge (4)

Icharge = βG0	Vspin (5)

G0 = σ
tW

L
, β = θSH

L

t
s (6)

where Gsh and Gse are the shunt and series conductances of
the SHM model [43], σ is the conductivity of the SHM, L, W ,
and t are the length, width, and thickness of the SHM, θSH is
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TABLE I

DEVICE PARAMETERS USED FOR MODELING

the spin Hall angle, λ is the spin flip length, and 	Vcharge
and 	Vspin are the voltage difference across the SHM in the
direction of charge current and spin current flow, respectively.
Please note that G0 is the conductance of the SHM across
the direction of spin current flow and β is the spin Hall angle
including the geometric factor (L/t).

3) Magnetic Tunnel Junction Module: MTJ is composed of
a PL-tunneling barrier-FL stack, and hence has been modeled
using two FM–NM interfaces in series [43], where the con-
ductance of the MTJ is the product of two FM–NM interfaces.

4) FM–NM Interface Module: FM–NM module represents
the interface between the FM (FL) and the NM (SHM), for
modeling the spin current through the FM and NM layers,
which uses the coherent transport theory. It is also modeled
using series and shunt conductances Gsh and Gse of the
FM–NM interface [43].

5) Magnetic Coupling Module: This module models the
coupling mechanism between the two FLs. This module takes
magnetizations of the two magnets as inputs and provides the
magnetic fields that they exert on each other as the output [43].
Table I shows the device parameters that we have used for

modeling the SS.

III. PROPOSED DEVICE STRUCTURE AND MODELING:
COTERMINOUS SPIN SWITCH

In this paper, we propose a coterminous device structure
consisting of two back-to-back SSs having a common PL. The
proposed device structure is shown in Fig. 2(a).
In the proposed device structure, SHM 1 (2), FLs 1a,

1b (2a, 2b), coupling layer 1 (2), tunnel barrier 1 (2), and the
PL form the first (second) SS. Note that the first and second
SSs share their common PL. Thus, these two back-to-back
SSs could be interpreted as forming a coterminous device
structure. Due to the presence of the coupling layer, FL 1b
(FL 2b) has the same magnetization as FL 1a (FL 2a). Here,
FL 1b (FL 2b), tunnel barrier 1 (2) and the PL altogether
form MTJ 1 (MTJ 2). The dimensions and materials that we
considered for each of the abovementioned layers are provided
in Table II.
Fig. 2(b) shows the terminals of this device. Where Vin1+

and Vin1− (Vin2+ and Vin2−) are the terminals for flowing

Fig. 2. (a) Proposed coterminous SS device structure. (b) Proposed device
with terminals.

TABLE II

DIMENSIONS AND MATERIALS FOR THE PROPOSED DEVICE

current through the SHM 1 (SHM 2) for programming FL 1a
(FL 2a). Terminals R1 and R2 (R3) can be used to flow sense
current through the MTJ 1 (MTJ 2).
Data can be written to FL 1a (2a) by flowing current through

SHM 1 (SHM 2). As described in Section II, by flowing
current through SHM 2 from Vin2+ to Vin2− (from Vin2− to
Vin2+), the magnetization of FL 2a can be set into the parallel
(anti-parallel) direction of the magnetization of PL. The mag-
netization of FL 2b will also be parallel (anti-parallel) to that
of PL, since the coupling layer 2 couples the magnetizations
of FL 2a and FL 2b. This will program MTJ2 resistance to
be low, RP (high, RAP), which can be considered as data
“0” (data “1”). Note that FL 1a is connected to the bottom
surface of the SHM 1, which requires the reversed direction
of current flow through SHM 1 for setting the magnetization
of FL 1a in the same direction as that of FL 2a, as described
above. It is why Vin1+ and Vin1− terminals are connected
in the reversed direction as that of Vin2+ and Vin2−,
respectively. With such connection, by flowing current through
SHM 1 from Vin1+ to Vin1− (from Vin1− to Vin1+),
the magnetization of FL 1a can be set into the parallel
(anti-parallel) direction of the magnetization of PL. The mag-
netization of FL 1b will also be parallel (anti-parallel) to that
of PL, since the coupling layer 1 couples the magnetizations
of FL 1a and FL 1b. It will program MTJ1 resistance to
be low, RP (high, RAP), which can be considered as data
“0” (data “1”). MTJ 1 (MTJ 2) resistance can be read by
flowing small sense current from R2 (R3) to R1.

A. Device Modeling and Validation

The modeling and simulation of the proposed device are
based on the framework of modular approach [43], where
device materials and physical phenomena are modeled by
experimentally benchmarked modules [39]. The modules that
are used are: GSHE module for modeling the functionality of
the SHM, FM–NM interface module for modeling the behavior
of the SHM and FL interfaces, LLG module for modeling
the FL magnetization switching phenomenon, dipolar coupling
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Fig. 3. Micromagnetic simulation results for the FLs.

module for modeling the magnetic field/magnetization cou-
pling between the two FLs, and MTJ module for modeling
the composite structure of FL and PL sandwiching a tunneling
barrier. The baseline parameters [39] used for each module of
the proposed device are listed in Table I.
We conducted micromagnetic simulation based on widely

used object-oriented micromagnetic framework (OOMMF)
built by NIST [50]. The same device parameters are used
in OOMMF simulator, and the simulation results shown in
Fig. 3 matches with the spintronic modular approach we used.
In such micromagnetic simulation, all of the above discussed
physical phenomena are included and 2 nm× 2 nm× 0.5 nm
spin cube is used in simulation. The SHM layer is not shown
for simplicity. It can be seen that when charge current is
applied to both SHMs, FL 2a and 1a switched their magneti-
zation due to spin current generated through GSHE, while
layer 1b and 2b also switched their magnetization due to
magnetic coupling discussed above. Please note that the impact
of process variation is investigated in [51].

IV. PROPOSED IN-MEMORY COMPUTING ARCHITECTURE

In this section, we introduce our proposed memory architec-
ture using the proposed coterminous SS, which is capable of
performing both memory operations and in-memory Boolean
logic computing operations.

A. Array Architecture With Proposed Coterminous Spin Switch
Fig. 4 shows the architecture of 4× 2 memory array. Here,

each coterminous SS constitutes two memory cells. Each cell
is associated with the write word line (WWL), read word
line (RWL), write bitline (WBL), and read bitline (RBL).
All word lines and RBLs are controlled by four peripheral
decoders. The odd (even) word lines can be activated by the
left (right) word line decoder. WBLs are connected to voltage
drivers. Again, the odd (even) RBLs can be connected to
SA1 (SA2) using the top (bottom) RBL decoder. Current-
mode sense amplifiers (SA) [52] are connected to the RBLs
for sensing the total MTJ resistance in the selected current
path during read or compute operation.

Fig. 4. Array architecture of the proposed in-memory computing architecture
using coterminous SS.

TABLE III

CONTROL SIGNALS FOR MEMORY AND COMPUTING MODE OPERATIONS

As shown in Fig. 4, each coterminous SS is connected with
four transistors. Since each coterminous SS constitutes two
memory cells, it can be said that each memory cell contains
two transistors. One transistor is connected to the SHM to
control the flow of write current through the SHM, whereas
the other transistor is connected to the FL adjacent to the PL
to control the flow of read current through the MTJ formed
by the FL and PL.
All PLs in the entire array are shorted together and con-

nected to the ground through a control transistor. Note that
this transistor is not associated with each cell, rather is a part
of the peripheral circuitry of the entire array. By turning this
transistor ON, all PLs are connected to the ground. On the
contrary, by turning this OFF, all PLs are floating while
still being connected altogether. Such arrangement of PLs is
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Fig. 5. (a) Write current paths for writing into cell1 (left) and cell2 (right). (b) Read current paths for reading MTJ1 (left) and MTJ2 (right).

made to activate the dual-mode operation—memory mode and
computing mode, in the same array without any add-on circuit.
Here, two control signals—M and C are used to switch the
functionality between memory mode and computing mode.
The control signals for memory and control mode operations
are shown in Table III. The operations of the two modes are
described in detail in Sections IV-B and IV-C. Also, memory
write, read, and compute operations for an entire word are
explained in detail.

B. Modes of Operation
1) Memory Mode: In memory mode, control signal M is

set at high voltage (VDD) and C is set at low voltage (GND).
So, all PLs are connected to the ground. Now, data can be writ-
ten or read from memory cells by flowing write or read current
through the appropriate path. The activation of the appropriate
current path is implemented using control signals—WWL1-4,
RWL1-4, WBL1-4, and RBL1-4. Here, “memory write” and
“memory read” operations are explained in detail.

a) Memory write: To write a bit in any cell of the memory
array shown in Fig. 4, write current should be flowed through
the corresponding SHM. For example, to write into the cell of
row-1 and column-1 (cell 1 with MTJ1), write current should

be flowed through the SHM of that cell. In order to activate this
write current path [as shown in Fig. 5(a)], WWL1 is activated
using write line (odd) decoder. All other word lines are kept
deactivated. Now, to write data 1 (0), the voltage driver
V1 connected with WBL1 is set to the positive (negative)
write voltage. (All other write voltage drivers are kept at
zero voltage.) This allows charge current to flow from V1
to ground (ground to V1) through SHM. As described in
Figs. 1(d) and 2(b), this will set MTJ1 resistance to be high,
RAP (low, RP ) which is encoded as data “1” (“0”).
Similar to write into cell 2 with MTJ2, WWL2 is activated

using write line (even) decoder and voltage driver; V2 con-
nected with WBL2 is set to the positive (negative) write
voltage. This activates write current path through the SHM
of that cell.

b) Memory read: To read the data stored in a memory
cell, read current should be flowed through the corresponding
MTJ. For example, to read data stored in cell 1, read current
should be flowed through MTJ1. To activate this read current
path [as shown in Fig. 5(b)], RWL1 is activated using word
line (odd) decoder and RBL1 is connected to SA1 by activating
RBL (odd) decoder. All other word lines and bitlines are kept
deactivated. Reference MTJ, RM of SA1 is to be selected by
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setting key values K1-K3 = 100. Hence, a read current is
flowed from RM through MTJ1 to the ground (since M = 1),
generating a sense voltage at the input of SA1. SA1 then
compares MTJ1 resistance with reference MTJ, RM whose
resistance is set in between RP and RAP. So, if memory
resistance, MTJ1 is higher (lower) than RM , i.e., RAP (RP ),
the output of SA1 gives high (low) voltage—which indicates
data “1” (“0”) is read from cell 1.
Similarly for reading data stored in cell 2, RWL2 should

be activated and RBL2 should be connected to SA2. Read
current is flowed from RM through MTJ2 to the ground
[as shown in Fig. 5(b)].

2) Computing Mode: In the computing mode, logic opera-
tions between two cells can be computed by activating the
appropriate compute current path and selecting the appro-
priate SA. In order to compute AND/OR logic between the
data stored in two memory cells belonging to the same SS,
control signal C is set at high voltage (VDD) and M is set
at low voltage (GND). So, all PLs are now floating while
being connected altogether. Here, compute current should
be flowed through the two corresponding MTJs in series.
Thus, summation of the MTJ resistances of such two cells
is connected to the SA. Again, in order to compute XOR logic
between two cells in an SS, both cells are needed to read
separately and simultaneously by setting M = 1 and C = 0.
Here, both read current paths and both SAs are needed to be
activated. Now, by adding a simple peripheral circuitry at the
output of SA2, logic XOR result can be obtained.
A noteworthy applicability of this proposed architecture is

that logic operations can be performed between any cells in
any odd row with any cells in any even row, more precisely—
between a cell on any of the upper SS and a cell on any of
the lower SS. To paraphrase, AND/OR/XOR logic can be com-
puted between any cell#odd with any cell#even, e.g., between
cell 1 (or cell 3 or cell 5 or cell 7) and cell 2 (or cell 4 or cell 6
or cell 8). Below implementation of all logic functions is
described separately.

a) AND/NAND: To compute logic AND/NAND function,
array should be activated in the computing mode (C = 1
and M = 0), so the PLs are not connected to the ground.
For example, to compute AND/NAND between data stored in
MTJ1 and MTJ2, series resistance of MTJ1 and MTJ2 is to be
measured. To do so, compute current (as shown in Fig. 6) is
flowed through both MTJ1 and MTJ2 by activating RWL1 and
RWL2 simultaneously using word line (odd) and (even)
decoders, respectively. RBL1 is connected to SA1 by activat-
ing RBL (odd), and RBL2 is connected to the ground (since
C = 1) by activating RBL (even). All other word lines and
bitlines are kept deactivated. Reference MTJ, RAND of SA1 is
selected by setting key values K1-K3 = 010. Hence, compute
current is flowed from RAND through MTJ1 and MTJ2 to
the ground, generating a sense voltage at the input of SA1.
SA1 then compares the resistance RTOT = RMTJ1+RMTJ2 with
reference MTJ, RAND whose resistance is set in between 2RAP
and RP + RAP. So, if RTOT is higher (lower) than RAND, then
the output of SA1 gives high (low) voltage—which indicates
logic “1” (“0”) is the result of AND operation. Here, NAND
operation result is obtained from the differential output of

TABLE IV

IMPLEMENTATION OF COMPUTING MODE (AND/OR)

SA1 [52]. Table IV explains the computation of AND/NAND
operation in detail.
In general, to compute logic AND/NAND between data

stored in MTJ1 (or MTJ 3 or MTJ5 or MTJ7) and MTJ2
(or MTJ 4 or MTJ 6 or MTJ 8), RWL1 (or RWL1 or RWL3 or
RWL3) and RWL2 (or RWL2 or RWL4 or RWL4) should
be activated, while RBL1 (or RBL3 or RBL1 or RBL3)
should be connected to SA1 and RBL2 (or RBL4 or RBL2 or
RBL4) should be connected to the ground (as C = 1).
For example, compute current path for AND/NAND operation
between MTJ 1 and MTJ 6 is shown in Fig. 6(b).

b) OR/NOR: Logic OR/NOR can be implemented in a sim-
ilar way as AND/NAND. The only exception is that reference
MTJ, ROR, of SA1 is selected by setting key values K1-K3 =
010 for this case. Thus, by flowing compute current from ROR

through MTJ1 and MTJ2 to the ground (C = 1), a sense
voltage is generated at the input of SA1. SA1 then compares
the resistance RTOT = RMTJ1 + RMTJ2 with reference MTJ,
ROR whose resistance is set in between 2RP and RP + RAP.
Hence, the result of OR (NOR) function could be obtained
from SA1 output (differential output). Table IV explains the
computation of OR/NOR operation in detail.

c) XOR/XNOR: To compute logic XOR/XNOR function,
the array should be activated in the memory mode (M = 1
and C = 0), so PLs are connected to the ground. To compute
XOR/XNOR between data stored in MTJ1 and MTJ2, both data
stored in MTJ1 and MTJ2 are needed to be read separately
but simultaneously. Both RWL1 and RWL2 are activated at
the same time using word line (odd) and (even) decoders,
respectively. Both RBL1 and RBL2 are connected to SA1
and SA2, respectively, using RBL (odd) and (even) decoders,
respectively. Hence, two separate compute currents will flow
through two MTJs, one from SA1 through MTJ1 to the ground
and the other from SA2 though MTJ2 to the ground at the
same time. Thus, SA1 and SA2 will generate outputs at
the same time. Note that these two outputs are simply the
results of memory read operations for MTJ1 and MTJ2, and
hence reference MTJ for SA1 is selected to be RM by setting
K1-K3= 100. Now, a simple peripheral circuitry (described in
this section) added to the end of SA2 can generate the result
of XOR/XNOR logic between MTJ1 and MTJ2.
The XOR/XNOR operation between any odd cell and any

even cell can be performed in a similar fashion as that
mentioned for AND/NAND operation. The only difference is
that even RBLs are connected to SA2 rather than to the ground.
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Fig. 6. (a) Compute current path for AND/OR operations between MTJ1 and MTJ2 (left) and compute current path for XOR operations between MTJ1 and
MTJ2 (right). (b) Compute current path for AND/OR operations between MTJ1 and MTJ6 (left) and compute current path for XOR operations between
MTJ1 and MTJ6 (right).

For example, current path for computing XOR/XNOR logic
between MTJ1 and MTJ6 is shown in Fig. 6(b).

C. Peripheral Circuit Extension of Sense Amplifier for Imple-
menting XOR/XNOR Logic Functions

If activated at the same time, SA1 and SA2 give the data
stored in the selected even and odd cells, respectively, at their
outputs simultaneously. Fig. 7 shows the peripheral circuitry
added to the output of SA2 to compute logic XOR/XNOR
function. It can be seen from the truth table of XOR gate that
logic XOR output (out2) is the same as (/inverse of) SA2 out-
put (outSA2), when SA1 output (out1) is 0 (/1). Hence,
the peripheral circuitry is designed to propagate SA2 output—
outSA2 when out1 is 0, and inverse of outSA2 when out1 is 1.
Thus, this modification can implement XOR logic at out2 ter-
minal and XNOR logic at out2 terminal.
Note that our circuit-level simulation shows that it takes

∼0.3 ns for SA1 or SA2 to generate outputs of read or

Fig. 7. Peripheral extension of SA2 for implementation of XOR/XNOR logic
functions.

compute operations. Hence, XOR/XNOR result could be
obtained within 1 clock cycle that is provided for sensing.

D. Complete Word Operation
For complete word operation in a more realistic array size

other than the simple 4 × 2 array, our proposed architecture
can perform memory write and memory read operations in
parallel, while compute operations should be carried out bit
by bit or serially.
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Fig. 8. Memory write operation for a complete word.

To clarify, an entire word, e.g., a 128 bit word, can be
written into all odd (or even) cells of the same row. To do
this, WWL corresponding to that particular row should be
activated and appropriate write voltage should be provided
through odd (even) write voltage drivers, as shown in Fig. 8.
This will flow the write current in the appropriate direction
through all SHMs corresponding to that particular row, and
hence an entire word will be written to the memory. A notable
fact is that our proposed architecture can allow writing two
complete words, e.g., two 128 bit words, in parallel at the
same time. However, this can be done only if one word is
written in any of the odd (or even) rows, then the other word
could be written in any of the even (or odd) rows, otherwise
sneak path will arise corrupting actual data to be written.
Memory read operation can be carried out in parallel,

i.e., entire word can be read out in the same cycle. To do
so, one SA is needed for each bitline [53], as shown in Fig. 9.
By simultaneously activating corresponding RWL and con-
necting all RBLs, it will read all the bits stored in the same
selected word line. Fig. 9 shows complete word read operation
for row1 with RWL1.
Please note that compute operation cannot be done in

parallel for a complete word. Since all PLs are connected
together in the logic mode, multiple even (odd) rows cannot
be activated if any of the odd (even) rows are activated.
Otherwise, compute current path will have multiple sneak
paths, thus leading to erroneous logic results.

V. DEVICE- AND CIRCUIT-LEVEL
PERFORMANCE EVALUATION

The device-level simulation is conducted by using the mod-
ular approach [43] for SS [38], which is a common framework
connecting from basic device materials and physical phenom-
ena all the way to circuits and systems [39]. The modules used
for modeling the proposed device are described in Section III,
and the materials and parameters used for each module are
reported in Table II. For circuit-level simulation, 45 nm
North Carolina State University (NCSU) Product Development
Kit (PDK) Library [54] is used in SPICE to verify the proposed
design and evaluate the performance.

Fig. 9. Memory read operation for a complete word.

TABLE V

COMPARISON OF MEMORY MODE OPERATION OF SINGLE CELL

Current requirements for memory write and read opera-
tions for the proposed coterminous SS device structure are
determined by simulating the device framework built by inter-
connecting the modules [39], [43] to co-simulate with interface
CMOS circuits in SPICE. Current required to be flowed
through SHM layers to program (or write, in other words)
the FLs varies with the variation of the width of the write
access transistor (transistor with its gate connected with the
corresponding WWL, as shown in Fig. 4) and the variation of
voltage applied through the write voltage driver. Write current,
delay, and power consumption for different transistor widths
and voltages are extensively investigated, as shown in Fig. 10.
Current required for reading MTJ resistance is much lower

compared to write current. Here, ∼5.6 μA sense current is
flowed for 1 ns through the IMA MTJ during read. Again, due
to the existence of the insulating coupling layer, risk of read
disturbance is almost negligible. Here, computation operation
is done in the same way as read operation by flowing ∼5 μA
current for 1 ns.
Transistor widths for both write and read access transistors

are provided in Table V, where memory mode performances
are evaluated and compared with standard STT-MRAM [55]
and contemporary 1R/1W SOT-MRAM [27] designs. To make
the comparison fair, write delay is kept to be ∼10 ns with
∼114.5 μA write current through SHM. This requires write
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Fig. 10. Variation of write current, delay, and power with the variation of write access transistor size and write voltage.

access transistor width to be ∼240 nm for ±0.18 V write
voltage.
Note that logic AND/OR output is almost similar to reading

data from memory array through SA1. Hence, equivalent aver-
age logic (AND/OR) power is almost similar to the average read
power. Again, logic XOR operation is similar to reading out
two memory cells simultaneously using both SA1 and SA2.
Hence, average logic (XOR) power should be almost twice as
the average read power of single cell.
From Table V, it can be seen that our proposed

design (IMCS2) offers significant improvement both in terms
of read and write power than standard STT MRAM. It requires
92.26% less average write power and 47.57% less average read
power than standard STT MRAM [55]. However, it requires
13.63% more average write power than contemporary 1R/1W
SOT-MRAM design [27]. This is because of the fact that
coupling mechanism between two FLs requires more power
to enforce torque on the FL to change its magnetization.
Again, average read power requirement is 31.27% more than
contemporary 1R/1W SOT-MRAM design [27], which comes
from different SA designs.
Please note that our proposed IMCS2 architecture is capable

of performing in-memory computation of all Boolean logic
functions (AND/NAND, OR/NOR, and XOR/XNOR), which other
memory architectures [27], [55] cannot perform, with very
small power and area overhead than contemporary 1R/1W
SOT-MRAM design [27].

VI. SYSTEM-LEVEL PERFORMANCE EVALUATION
In this section, system-level memory mode performance of

the proposed SS-based memory architecture is evaluated. For
the simulation, modified self-consistent NVSim [56] along
with an in-house developed C++ code is employed to ver-
ify system-level performance and to report accurate latency,
energy, and area. Here, memory chip organization is config-
ured by dividing it into multiple banks (bank organization:
total 4× 4 and active 1× 1) consisting of multiple mats (mat
organization: total 2× 2 and active 1× 1). Each mat includes
multiple sub-arrays (sub-array size: 1024 × 512) organized
in an H-tree routing manner. Table VI tabulates and com-
pares the performance of our design with different memory
arrays employed for in-memory processing in previous works
(i.e., SRAM, DRAM, and standard STT-MRAM) for a sample
memory capacity of 4 MB in 45 nm process node.
According to Table VI, our proposed IMCS2 memory model

shows lower dynamic energy in comparison with DRAM.
Besides, IMCS2 greatly reduces total leakage power com-
pared with SRAM. Although the proposed design requires

TABLE VI

SRAM, DRAM, STT-MRAM, AND PROPOSED DESIGN’s

MEMORY MODEL VALIDATION AND COMPARISON

FOR A SAMPLE 4 MB MEMORY

almost the same write latency as standard STT-MRAM, both
designs have shown longer write latency compared with
SRAM due to longer write latency of magnetic memory
storage devices. Moreover, area overhead for IMCS2 is ∼23%
more than DRAM and standard STT-MRAM design but still
∼42% less than SRAM design. It is worth noting that the
first and foremost benefit of spintronic memories, compared
with SRAM and DRAM, is their non-volatility with almost
10 years’ retention time [27].

VII. RELIABILITY ANALYSIS

A. Read Disturbance Failure

Read disturbance arises from the risk of flipping a bit stored
in memory while reading. Since sense current flows through
MTJ, bits can accidentally get flipped during sensing due to
current-induced STT [26]. However, here during memory read
and computing operations, sense current flowed through the
MTJ is ∼5.6μA, which is almost 10× lower than the critical
current required for flipping the MTJ magnetization within
1 ns. Hence, the risk of bit flip during sensing is negligible.
Moreover, due to the insulating coupling layer, read and write
current paths are isolated. Again, coupling layer couples the
magnetization of two FLs, making it too sturdy to get flipped
by small sense current.

B. Read Decision Failure
Read decision failure may arise from ambiguity or failure

in determining the correct state of MTJ while reading due
to stochastic variation of the device’s characteristic parame-
ters (e.g., TMR) by fluctuations in temperature or process
variation. One significant measure for determining the risk
of read decision failure is voltage margin, i.e., the higher
(lower) the voltage margin, the more (less) robust the proposed
design is against variations. Variation tolerance of sense circuit
is investigated by performing Monte Carlo simulation with
10000 iteration cycles and 5% stochastic variation in both MTJ
resistance-area product (RAP) and TMR. Simulation result of
sense voltage distribution (Fig. 11) shows ∼42.5 mV voltage
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Fig. 11. Monte Carlo simulation result of sense voltage distribution
for (a) memory read operation and (b) computing operation (with sense
current = 5.6 μA).

margin for memory read operation and ∼8 mV voltage margin
for computing operation in the worst case (between RP + RP

and RP + RAP). This indicates that voltage margin is much
lower for the case of computing operation compared with
memory read operation. This is because computing operation
incorporates two MTJs. The impact of MTJ RAP and TMR
variation is more pronounced for computing operation than
that for memory read operation. This could be improved by
providing larger sense current with a tradeoff of larger sensing
power consumption. Hence, a current driver could be used
along with the SA to provide lower sense current (∼5 μA)
during memory read and higher sense current (>5 μA) during
computing operation. This can lead to more reliable and
variation tolerant operation without any significant sacrifice
in power efficiency.

VIII. CASE STUDIES

A. Bulk Bitwise Boolean Operation

The proposed in-memory computing architecture could be
leveraged to implement bulk bitwise Boolean logic operations
between two vectors stored in the same memory sub-array.
This can lead to efficient re-use of the internal memory
bandwidth without any add-on circuit as in typical logic-in-
memory designs. Data mapping and performance evaluation
for bitwise vector operations are given below.

1) Data Mapping: To perform bitwise logic (AND/OR/XOR)
operation between two vectors, data from these two vectors
are needed to be stored in the same memory sub-array. For
example, for computing bitwise AND (/OR/XOR) operation
between two vectors A and B, each being 32 bits long, odd
rows (the top SS of each proposed coterminous device) of the
memory array are written with data from vector A and even
rows (the bottom SS of each proposed coterminous device)
of the memory array are written with data from vector B,
as shown in Fig. 12(a).
As explained in Section IV-D, data can be written in an

entire row in a single clock cycle. Again, due to isolated
current paths, odd rows and even rows can be written simulta-
neously. Here, for two 32 bit vectors, one 8×8 memory array
can be used, where vector A (vector B) is written in our odd

Fig. 12. Bitwise AND/OR operation for different vector data sets compared
with DRAM. (a) Data Mapping for an 8 × 8 array. (b) Computing cycles.
(c) Energy saving and speedup.

(even) rows. Hence, all the data can be written in four clock
cycles (1 ns each), where in each clock cycle, one pair of rows
(odd and even) can be written simultaneously. After data are
written into the array, bitwise AND/OR/XOR operation can be
performed between two corresponding bits of A and B. Here,
computation operation cannot be done in parallel as mentioned
in Section IV-D. Hence, for 32 bit vectors, it will take 32 cycles
to complete the bitwise logic operation between two entire
words. Hence, in total (write + sense) for 32 bitwise logic
operation in 8×8 memory array with the given data mapping,
it should take 4+ 32 = 36 clock cycles.

2) Performance Evaluation: Performance of bulk bitwise
vector operation using our proposed architecture is evaluated
using similar simulation framework as described in Section V.
Performance for bulk bitwise operations leveraging in-memory
computing platform using DRAM [15] is also evaluated.
We developed an in-house simulation platform incorporating
6F2 DRAM cell structure with 16 fF cell capacitance [57]
using 45 nm technology node. Complete compute operation
is completed within three consecutive operation cycles—
precharge, access, and sense [15], [58], assuming data are
already written in the memory array. Computation of AND/OR
logic function is implemented within DRAM using three
input majority gate design [15], with two data bits and
one dummy bit as the three inputs. Energy and latency for
bitwise AND/OR operations for different vector data set [16]
are calculated. Please note that 19-16-1 s refers to a vector
data set with vector length 219 and number of vectors 216,
and AND/OR operation is done between 21 rows, where “s”
means sequentially. Fig. 12 shows the energy saving and
speedup of in-memory bulk bitwise vector operation using
our proposed IMCS2 array over that using DRAM array.
Here, in-memory computing platform using our proposed
memory array architecture offers∼9× energy saving and∼3×
speedup compared with that using DRAM-based in-memory
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Fig. 13. (a) Vector multiplication for two four-bit vectors. (b) Data mapping
for computation of PPs using the proposed architecture.

computing platform [15]. Again, computation in DRAM is
destructive, i.e., data stored in three DRAM cells associated
with the computation are overwritten with the result of the
logic operation, whereas stored data are retained even after
computing in our SOT-MRAM-based design.

B. In-Memory Vector Multiplication

Aforementioned in Section IV-B2, logic AND/OR/XOR oper-
ations can be performed between any two bits stored in any
odd row and in any even row [clarified in Fig. 6(b)]. In other
words, there is no restriction that the two operands are needed
to be written in adjacent cells. This inherent flexibility of
performing logic operations could be exploited to implement
an in-memory multiplier using the proposed architecture.
Fig. 13 explains the multiplication operation between two
vectors A and B along with data mapping for interpretation of
implementation of a multiplier in the proposed memory array.

1) Data Mapping: A vector multiplier can be implemented
using two sub-arrays: 1) partial product (PP) generation sub-
array and 2) addition sub-array (adder). Data mapping and
steps for calculating the PPs from PP sub-array are shown
in Fig. 13(b), which depicts each PP vector is following an
algorithm like a “nested for loop.” The algorithm is given in
Algorithm 1, which shows, calculation of PPs can be done
by first determining all PPs incorporating B0, then doing the
same for B1, B2, B3, and so on, using the same functionality
[as portrayed in Fig. 13(b)]. This nested loop could be easily
implemented using our proposed architecture by exploiting the
inherent flexible computing operation between any two bits of
A and B without any add-on circuit. Please note that since
computation operation cannot be done in parallel, the PPs are
calculated serially in bitwise fashion.
PPs obtained from PP sub-array are then written in adder

sub-array. Now, in the adder sub-array, calculation of final
product terms P[0-7] can be carried out by adding correspond-
ing PP terms using the algorithm given in Algorithm 1.
Interestingly, this in-memory vector–vector multiplication

technique can also be extended to implement in-memory

Algorithm 1 Vector Multiplication
\\ assume, vector and matrix indices start from 0

\\ Algorithm for PP sub-array
Inputs: A

➔

m bit vector;
B

➔

n bit vector;
Output: PP

➔

n by [(n+m)-1] matrix;

Initialization:
1. PP

➔

initialize with zeros;
2. for i

➔

0; i<n; i

➔

i+1 do
3. for j

➔

0; j<m; j

➔

j+1 do
4. PP[i][j]

➔

B[i] and A[j];
5. end for
6. end for
7. return PP;

\\ Algorithm for Adder sub-array
Input: PP

➔

n by [(n+m)−1] matrix;
Output: P

➔

n+m bit vector;
Variables: sum

➔

m bit vector;
carry

➔

1 bit;
temp

➔

1 bit;

Initialization:
1. sum

➔

initialize with zeros;
2.
3. \\ Half Adder Module
4. Module HA (x, y)
5. sum[0]

➔

x xor y;
6. carry

➔

x and y;
7. End module
8.
9. \\ Full Adder Module
10. Module FA (x, y, carry)
11. (sum[0], temp)

➔

HA (x, y);
12. (sum[0], carry)

➔

HA(sum[0], carry);
13. carry

➔

carry or temp;
14. End Module
15.
16. P[0]

➔

PP[0][0];
17. sum[0] to sum[m-2]

➔

PP[0][1] to PP[0][m−1];
18. for i

➔

1; i<n; i

➔

i+1 do
19. (P[i], temp)

➔

HA (PP[i][0], sum[0]);
20. for j

➔

1; j<m-1; j

➔

j+1
21. (sum[j−1], temp)

➔

FA(PP[i][j],
sum[j], temp);

22. end for
23. (sum[j−1], sum[j])

➔

FA(PP[i][j], sum[j], temp);
24. end for
25.
26. P[i] to P[(n+m)-1]

➔

sum[0] to sum[m−1];
27.
28. Return P;

vector–matrix and matrix–matrix multiplication using the pro-
posed architecture.
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Fig. 14. Energy and latency of implementation of in-memory multiplier for
N × N multiplier with N = 4, 8, 16, 32, 64, and 128.

2) Performance Evaluation: Here, multiplication energy
and latency for N × N multiplier implemented using our
proposed in-memory computing platform is demonstrated
in Fig. 14, for different values of N . While calculating the
energy and latency, internal read and write back energy and
latency are taken into account. Please note that performance
of the in-memory multiplier operation using our proposed
architecture is evaluated using similar simulation framework
as described in Section V.

IX. CONCLUSION

In this paper, we proposed a novel dual-mode in-memory
computing architecture using a novel coterminous SS structure
IMCS2. Extensive device-, circuit-, and system-level simula-
tion results reveal significant performance improvement over
standard STT-MRAM- and SRAM-based memory architec-
tures. Our proposed design can be exploited for both memory
and logic operations with reasonably comparative speed and
power consumption with respect to the other contemporary
SOT-MRAM designs. Furthermore, we considered two case
studies including bulk bitwise in-memory vector AND/OR
operation and in-memory multiplier to elucidate its in-memory
computing performance. Device-to-architecture co-simulation
results show that bitwise vector operation can offer ∼9×
energy saving and ∼3× speedup compared with that using
DRAM-based in-memory computing platform. To summa-
rize, by adding several significant features as non-volatility,
in-memory logic operation, zero leakage power, low dynamic
power consumption, high packing density etc.; our proposed
design can thrive a new paradigm for future power efficient
in-memory computing platform.
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